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In the last two lectures we have discussed the following:
1 —the difference between parametric and non-parametric interferential tests
2 — Chi-square as a non-parametric test
In this lecture we will discuss T-test as an example of the parametric test
T-tset
It is the most common parametric test used.
In order to use it, 3 conditions must be satisfied:
A — the dependent variable must be continuous
B — the sample must be normally distributed
C —the independent variable has only two groups
Note: if the independent variable has 3 or more groups we must use One way anova
What is t test?

It is a useful way for comparing mean values of two sets of numbers. The comparison

will provide you with a statistic for evaluating whether the difference between two

means is statistically significant or not on the population level.

Types of T-test
1 - the independent t-test:
It is used to compare two different groups (there is no over lapping between them)

Ex: males and females, dentists and physician, ill and healthy

2 — the dependent t-test or Paired:
It is used when there is only one group that has been tested twice.

Ex: the health state of individual before and after taking a specific drug.




The process of biostatistics or hypothesis testing is divided into 6 main steps:
1 — setting the value of alpha

Alpha is the acceptable margin of committing a Type One Error.

Type one error ( rejecting the null hypothesis when it is true )

Usually Alpha is 0.05 but not always.
2 — write the alternative and the null hypothesis

In t-test: the alternative hypothesis always states that there is a difference in the
mean between two groups and always the null hypothesis states that there is no
difference.

3- calculation process:

in t-test we must calculate the t value using specific equation. The equation is
different among the two types of t-test. This t value that we calculate is called the
calculated t value or T calc.

4 - find the critical value of the statistic:

After calculating T calc, we must compare it with a critical value. This critical value is
called critical value of T. we get this value from T-table

The column represents alpha

The row represents (degree of
freedom). This value is
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In the independent test:

DF=(number of individual in
0.683

group 1 + number of individual 0.683
0.681
0.679
0677
In the paired t-test: | 0674
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DF= number of pairs (number of individuals) - 1




5- State the decision rule
In t-test, we compare T calc with the critical value of T and the follows applies:

If the Tcalc was larger than The critical value of T >there is a difference = reject the
null hypothesis

If the Tcalc was smaller than The critical value of T = there is no difference - accept
the null hypothesis.

6- write the result

The independent t-test

the picture to the write shows the formula that )—( )—(
_ BT

we use to calculate t value.

Fomulas: 5™ g

Note: Terms in the numerator are the sample
SD is the standard deviation Means.

SD square is the variance Term in the denominator is the standard
error of the difference between means.

N1 is the number of individuals in group 1

The formula for the standard error of the
difference in means: 5912 ) S“D;

SE =
A




this is the formula that we use to
calculate t value.

Note: D represent the difference
between the final and initial
observation of the individual

And D bar represents the Mean
of the D.

note: n pairs is the number of
individuals. Each individual
represents a pair because he/she
is tested twice.

Paired t test

Formulas: D

t—= p—
Xp

diff

is the difference in means over a standard error.

— SDD

SE

aifr
n
pairs

The standard error is found by finding the
difference between each pair of observations. The
standard deviation of these difference is SDj,.
Divide SD, by sqrt (number of pairs) to get SE .

What is the proper way of writing the conclusion?

Let's assume that you conduct a study to find out if there is a difference in height

between males and females in Jordan. After collecting, organizing and summarizing

data, you used an independent t-test method to find the answer of your study. You set
an alpha of 0.03 and after doing the calculation you got a t-value of 3.6 and the critical
value of T was 1.67. what is the conclusion?

The conclusion is written as follows

(you are 97% confident that there is a statically significant difference in height (the
dependent variable) between males and females (independent variable) on the
population level in Jordan ( t clac=3.6, df=)

Note: please refer to the slides and try to take a look on other examples.




SPSS

It is a computer program that is used to calculate t-value.

How to use the program:

After entering the data follow the steps
that are shown in the right picture.
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Set the value of alpha.

Note that the program askes you to put
the confidence interval. Simply if your
alpha is 0.05, put 95%
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Group Statistics

Independent t-Test:
Sroup Mean | Std. Deviation Output

Active 2. 2820 1.24433
Pas sive 1. 9680 1.50808

Independent Samples Test

Lavens's Test for
Equality of Warances t-test for Equality of Means

95% Confidence
Interal of the
Std. Emmor Differemns e
Sig. (2-tailed) Difference Liowrer Upper
Equsl variances - - .
a55 urned - - - 815 861780 - 93184 161304

Equsl varances
not essumed . K.ms 61780 - Sa526 1.61728

Are the groups
different?

t(18) = 511, p = .615
NO DIFFERENCE

Very important to know these two things:

1 —during calculation, it is okay to get a negative value of T, treat it as positive and do
the comparison.

2 — SPSS does the comparison by itself and gives another value called P value

(represented in the table as sig.). we use this value to make our decision.

If the p value was larger than alpha = there is no difference

If p value was smaller than alpha = there is a difference.

Paired Samples Statistics

std_Emor Dependent or Paired
Mean ] Std. Dewviation NMean

4 7000 10 211082 JBETE0 t-Test: OUtpLJt
6. 2000 10 2.85968 90431

Paired Samples Cormrelations

I Correlation .
Pre & Post 10 965 000

Paired Samples Test

Paired Differences

95% Confidence
Intenal of the
Std. Ermor Difference
Std. Deviation Mean Lower LUppear Sig. (2-tailec
97183 30732 -2.189520 -. 80480 .00

ol

Is there a difference between pre & post?
t(9) = -4.881, p = .001







